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ALGORITHM VS. ALGORITHM

CARY COGLIANESE† AND ALICIA LAI††

ABSTRACT

Critics raise alarm bells about governmental use of digital algorithms, charging that they are too complex, inscrutable, and prone to bias. A realistic assessment of digital algorithms, though, must acknowledge that government is already driven by algorithms of arguably greater complexity and potential for abuse: the algorithms implicit in human decision-making. The human brain operates algorithmically through complex neural networks. And when humans make collective decisions, they operate via algorithms too—those reflected in legislative, judicial, and administrative processes. Yet these human algorithms undeniably fail and are far from transparent. On an individual level, human decision-making suffers from memory limitations, fatigue, cognitive biases, and racial prejudices, among other problems. On an organizational level, humans succumb to groupthink and free riding, along with other collective dysfunctions. As a result, human decisions will in some cases prove far more problematic than their digital counterparts. Digital algorithms, such as machine learning, can improve governmental performance by facilitating outcomes that are more accurate, timely, and consistent. Still, when deciding whether to deploy digital algorithms to perform tasks currently completed by humans, public officials should proceed with...
care on a case-by-case basis. They should consider both whether a particular use would satisfy the basic preconditions for successful machine learning and whether it would in fact lead to demonstrable improvements over the status quo. The question about the future of public administration is not whether digital algorithms are perfect. Rather, it is a question about what will work better: human algorithms or digital ones.
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INTRODUCTION

Computerized algorithms increasingly automate tasks that previously had been performed by humans.1 They now routinely assist

1. An algorithm is simply a set of steps designed to solve a problem. A digital algorithm is an algorithm that has its steps executed via computer. Algorithms are not unique to the digital age; they have been part of human societies for millennia. See BRIAN CHRISTIAN & TOM GRIFFITHS, ALGORITHMS TO LIVE BY: THE COMPUTER SCIENCE OF HUMAN DECISIONS 2–4 (2016). Today, modern computing power permits humans to take advantage of a distinctive type of digital algorithm known as a machine-learning algorithm—often referred to as artificial intelligence (“AI”). Machine-learning algorithms can learn to identify patterns across the vast quantities of data stored and processed digitally, and these algorithms can detect these patterns autonomously—that is, without human specification of the form of a particular model or key variables, and subject mainly to overarching criteria or parameters to be optimized. These algorithms are also often included under the banner of so-called big data. For a discussion of machine learning and how it works, see, e.g., Cary Coglianese & David Lehr, Regulating by Robot: Administrative Decision Making in the Machine-Learning Era, 105 GEO. L.J. 1147, 1156–60 (2017) [hereinafter Coglianese &
with, or even make, decisions about business hiring,\(^2\) loan approvals,\(^3\) stock trading,\(^4\) and product marketing.\(^5\) They also drive Internet search and autonomous vehicles, and they provide the backbone for both advanced medical techniques as well as the everyday use of smartphones.\(^6\) The speed and accuracy of these digital algorithms have made them key to developing automated systems that augment or replace humans in a range of tasks.

The use of these digital algorithms extends beyond the private sector. Militaries and intelligence agencies deploy them in conflicts

Lehr, *Regulating by Robot*; David Lehr & Paul Ohm, *Playing with the Data: What Legal Scholars Should Learn About Machine Learning*, 51 U.C. DAVIS L. REV. 653, 669–702 (2017). Machine-learning algorithms come in many forms and are referred to by a variety of terms. See Cary Coglianese & David Lehr, *Transparency and Algorithmic Governance*, 71 ADMIN. L. REV. 1, 2 n.2 (2019) [hereinafter Coglianese & Lehr, *Transparency*] (“By ‘artificial intelligence’ and ‘machine learning,’ we refer . . . to a broad approach to predictive analytics captured under various umbrella terms, including ‘big data analytics,’ ‘deep learning,’ ‘reinforcement learning,’ ‘smart machines,’ ‘neural networks,’ ‘natural language processing,’ and ‘learning algorithms.’”). The particular type of machine-learning algorithm deployed for any specific use will no doubt affect its performance in that setting. For our purposes here, we focus generically and broadly on the class of digital algorithms that today can drive automated forecasting and decision-making tools with the potential to substitute for or complement traditional human decision-making within government. For further elaboration of what we mean by machine-learning algorithms and AI, see infra Part II.A.


both on the ground and in cyberspace. Law enforcement agencies and criminal courts are turning to various digital algorithms in an effort to investigate or even predict crime, as well as to make decisions about pretrial detention or parole. Other governmental bodies are starting to use digital algorithms to administer social services programs, adjudicate claims for government benefits, and support regulatory functions.

Academics and other commentators have responded by scrutinizing the use of digital algorithms by governmental authorities—particularly the use of the most advanced types of such algorithms, namely those that depend on machine-learning analysis. Much of the scrutiny of advanced digital algorithms has been critical. Commentators warn of the ways that machine learning can reproduce...


human biases baked into existing datasets, thereby generating discriminatory outcomes for members of historically marginalized groups. Critics also worry that machine-learning algorithms—sometimes called “black box” algorithms—can be opaque and inscrutable, failing to provide adequate reasons to individuals about why they are denied government benefits or are predicted to pose a crime risk and thus denied parole.

Despite machine learning’s reputation for accuracy, some observers question whether such digital algorithms are accurate and unbiased enough to make decisions with life-altering consequences. Some commentators even treat governmental use of machine learning as an existential threat by warning, for example, that “a wholesale shift toward algorithmic decision-making systems risks eroding the collective moral and cultural fabric upon which democracy and individual freedom rest, thereby undermining the social foundations of liberal democratic political orders.”

The resistance to the widespread application of digital algorithms may reflect some degree of “algorithm aversion.” Humans may

---


simply trust machines less than they trust humans, even when the machines are shown to be more accurate and fairer. Humans may be generally less forgiving when machines make mistakes than when humans do. Perhaps unsurprisingly, some commentators now even consider whether governments must honor a “right to a human decision.”

Still, critics of digital algorithms do express concerns that merit consideration. It is far from imagined that automated digital systems can suffer from biases, lead to controversies, or precipitate other problems from the way humans design and use them. Yet too often critics dismiss machine learning categorically, as if the mere existence of any imperfections means that artificial intelligence (“AI”) should never be used. Such critics can make it seem as if machine-learning algorithms produce problems that are entirely new or distinctively complex, inscrutable, or susceptible to bias. Unfortunately, the complaints leveled against digital algorithms are neither truly distinctive nor entirely new. Human decision-making is prone to many of the same kinds of problems.

Any meaningful assessment of AI in the public sector must therefore start with an acknowledgment that government as it exists today is already grounded in a set of imperfect algorithms. These existing algorithms are inherent in human decision-making. The human brain has its own internal wiring that might be said to operate like a complex algorithmic system in certain respects. Neural networks—one category of machine-learning algorithms—even draw their name from the physical structures underlying human cognition. In addition to the


19. See infra Part II.C.

20. See infra Part II.B.
algorithmic nature of individual human judgment, collective human decisions also follow socially and legally established algorithms: namely, legislative, judicial, and administrative procedures.

But at both an individual and a collective level, human decision-making is prone to a variety of errors and biases that contribute to numerous governing failures both large and small.21 In fact, in some settings, human decision-making is arguably more prone to inscrutability, bias, and error than are digital algorithms.22 As a result, when assessing the use of machine learning in governmental settings, any anticipated shortcomings of machine learning must be placed in proper perspective. The choice is not one between digital algorithms and a Platonic ideal. Rather, the choice is one of digital algorithms versus human algorithms, each with their own advantages and disadvantages. And to the extent that automated systems based on digital algorithms would make improvements over human algorithms for specific tasks, they should be adopted.

Part I of this Article begins by offering a counterweight to the criticisms of machine-learning algorithms that tend to dominate legal scholarship. It details the well-documented physical limitations and cognitive biases that afflict individual decision-making by human algorithms, along with additional problems that can arise when humans make collective decisions.

Part II then focuses on machine learning and its promise for improving decision-making. Of course, even though machine learning can mark improvements over human decision-making for some tasks, this does not mean that it always will work better. To the contrary,


22. See infra Part II.B.
automated decision systems can fall prey to problems too; they are, after all, designed and operated by humans subject to the limitations described in Part I.

That machine-learning algorithms could fail means that their design and use, especially by governments, should be carried out with due care and attentive oversight. The aim should be to develop and deploy machine-learning algorithms that can improve on the status quo—that is, do a better job than humans of avoiding errors, biases, and other problems. Achieving that aim calls for smart human decision-making about when and how to rely on digital algorithms.

Part III thus presents general considerations to help guide public officials seeking to make sound choices about when and how to use digital algorithms. In addition to focusing officials’ attention on the extent to which a shift to digital algorithms will improve upon the status quo, we emphasize in Part III the need to consider whether a new use of digital algorithms would likely satisfy key preconditions for successful deployment of machine learning and whether a system driven by digital algorithms would actually deliver better outcomes. We also emphasize the need to ensure adequate planning, careful procurement of private contractor services, and appropriate opportunities for public participation in the design, development, and ongoing oversight of machine-learning systems.

I. LIMITATIONS OF HUMAN ALGORITHMS

Human judgment exhibits a series of well-documented limitations and biases. Many of these limitations stem from taking shortcuts, relying on heuristics, or leaping to conclusions before gathering information. Others stem from expediency and self-interest. Against these limitations, machine-learning algorithms promise to do better. Chess champion Garry Kasparov once opined that “anything we can do, . . . machines will do it better.” To understand whether he may be


right, and whether digital algorithms might in fact do better than humans in specific tasks in government, it helps to start with understanding the limitations of the human mind.

In this Part, we review a range of limitations that affect human decision-making, separating physical or biological capacities from cognitive biases. By shedding light on the flaws underlying the status quo processes that rely on human decision-making, our aim is to reveal the key rationale for considering the responsible use of machine-learning algorithms: to improve governmental performance.

A. Physical Limitations

Physical limitations constitute biological ceilings of human performance. As children mature into adults, their brain circuitry is strengthened with use—but they can also be weakened by neglect, injury, illness, or advanced age. Overall, human decision-making is naturally limited by biological constraints. We highlight here physical qualities that can hamper human decision-making.

Memory. Neuroscientists have estimated that human memory has the capacity to store as much as $10^{8432}$ bits of information—making the human brain a high-capacity storage device. Nevertheless, practical decision-making often depends less on long-term aggregated memory and more on short-term working memory. Typical human working memory is limited to closer to four variables. Decision-makers who

---

25. We adopt these categorizations simply for ease of presentation, not because they are airtight or comprehensive. Nothing of consequence hinges on the categories into which we have grouped these human limitations.

26. We build on others who have recognized that the limitations of human decision-making can impede sound administrative policymaking. See, e.g., Susan E. Dudley & Zhoudan Xie, *Nudging the Nudger: Toward a Choice Architecture for Regulators*, 16 REGUL. & GOVERNANCE 261, 261 (2022).


28. See Nelson Cowan, *The Magical Number 4 in Short-Term Memory: A Reconsideration of Mental Storage Capacity*, 24 BEHAV. BRAIN SCI. 87, 114 (2001). Cowan’s work synthesizes a vast literature that usually takes as its starting point George A. Miller, *The Magical Number Seven, Plus or Minus Two: Some Limits on Our Capacity for Processing Information*, 63 PSYCH. REV. 81 (1956). As extensive commentary published in conjunction with Cowan’s article itself indicates, the relevant literature on memory is vast and the issues are complex. We are, by necessity, simplifying issues and distilling relevant research here and throughout our presentation.
attempt to juggle more than about four relevant variables at a time make relatively poor decisions.

Yet for many tasks today, the volume and complexity of modern knowledge exceed humans’ working memory. For instance, it is estimated that most of the medical diagnostic errors affecting 12 million adult outpatients per year derive from limits on human memory processing, such as inadequate recollection of patient information and insufficient information recall. One way to overcome the limits on working memory is to rely on an ordinary, non-digital algorithm: a checklist. The World Health Organization, for example, has developed a surgical safety checklist that reduces many key elements of the surgical process into a single page of “yes/no” questions. Using checklists has led to significant reductions in morbidity and mortality rates caused by medical error.

Fatigue. Humans perform better when rested. A fatigued individual will be less alert, experience greater difficulties in processing information, have slower reaction times, and suffer from more memory lapses. Fatigue lowers productivity and increases the risk of work-related errors and accidents. Yet workplaces today tend to breed fatigue, often due to shift work. Individuals report being sleepy on an

of the various limitations on human decision-making discussed in Part I. Although the precise characterization of memory capacity may vary across studies, it is clear that “[t]here are real biological limits to how much information we can process at any given time.” LEIDY KLOTZ, SUBTRACT: THE UNTAPPED SCIENCE OF LESS 226 (2021).

29. Cf. ATUL GAWANDE, THE CHECKLIST MANIFESTO 13 (2009) (“[T]he volume and complexity of what we know has exceeded our individual ability to deliver its benefits correctly, safely, or reliably.”).

30. See PAUL CERRATO & JOHN HALAMKA, REINVENTING CLINICAL DECISION SUPPORT 1,6 (2019).


average of three to four days every week.36 Fatigue and related stresses impair workplace decisions and performance. The National Institute for Occupational Safety and Health notes that “[h]igh levels of fatigue can affect any worker in any occupation or industry with serious consequences for worker safety and health.”37

Fatigue has been documented to impair human behavior and decision-making in other contexts as well. According to research by the National Transportation Safety Board, 40 percent of highway accidents involve fatigue.38 Fatigue among orthopedic surgical residents increases risks of medical error by 22 percent.39

In the legal system, the treatment that individuals receive also appears to be affected by fatigue-related vagaries of human judgment. One study tracked judicial rulings on parole decisions across three decision sessions, each punctuated by food breaks.40 At the start of each session, the well-rested judges issued approximately 65 percent favorable decisions on average, which dropped to zero as the judges fatigued.41 After each food break, the rate reset at 65 percent and the cycle continued.42

Aging. As people age, the brain shrinks in volume, and memory and information processing speeds decline.43 Many older individuals succumb to neurodegenerative disorders, such as Alzheimer’s disease.

41. Id. at 6890.
42. Id.
43. R. Peters, Aging and the Brain, 82 POSTGRADUATE MED. J. 84, 84 (2006). Of course, age does not affect all individuals the same way. Although information processing speeds tend to decline with age, there exists great variation between individuals in their performance as they age.
or other forms of dementia.\footnote{See Yuyun Hou, Xiuli Dan, Mansi Babbar, Yong Wei, Steen G. Hasselbalch, Deborah L. Croteau & Vilhelm A. Bohr, \textit{Ageing as a Risk Factor for Neurodegenerative Disease}, 15 \textit{NATURE REV.} 565, 565 (2019); \textit{ALZHEIMER’S ASS’N, 2021 ALZHEIMER’S DISEASE FACTS AND FIGURES: SPECIAL REPORT: RACE, ETHNICITY AND ALZHEIMER’S IN AMERICA} 19 (2021), \url{https://www.alz.org/media/documents/alzheimers-facts-and-figures.pdf} [https://perma.cc/V879-HT67].} Governmental decision-makers are not immune to these effects of aging. Instances have been reported of older judges who could not remember the route to walk out of their own courtrooms, judges who had difficulty reading aloud, judges who seemed to lack memory of previous decisions, and judges who based their decision on nonexistent evidence.\footnote{Joseph Goldstein, \textit{Life Tenure for Federal Judges Raises Issues of Senility, Dementia}, PROPUBLICA (Jan. 18, 2011), \url{https://www.propublica.org/article/life-tenure-for-federal-judges-raises-issues-of-senility-dementia} [https://perma.cc/73UW-U7S5].} Interestingly, although federal judges’ health might be scrutinized at the time of their appointments, nothing dictates any routine medical evaluations be conducted for the rest of their careers.\footnote{Francis X. Shen, \textit{Aging Judges}, 81 \textit{OHIO ST. L.J.} 235, 238–39 (2020).}

\textit{Impulse Control.} Impulses can have evolutionary advantages in risky situations, but today impulsivity may indicate the symptoms of a range of psychiatric disorders.\footnote{Such disorders include drug addiction, alcoholism, intermittent explosive disorder, oppositional defiant disorder, and pyromania. T.W. Robbins & J.W. Dalley, \textit{Impulsivity, Risky Choice, and Impulse Control Disorders: Animal Models, in DECISION NEUROSCIENCE: AN INTEGRATIVE APPROACH} 81, 81 (Jean-Claude Dreher & Léon Tremblay eds., 2017).} About 10 percent of the general population is estimated to have an impulse control disorder.\footnote{Table 2. 12-month Prevalence of DSM-IV/WMH-CIDI Disorders by Sex and Cohort, HARV. MED. SCH., \url{https://www.hcp.med.harvard.edu/ncs/ftpdir/NCS-R_12-month_Prevalence_Estimates.pdf} [https://perma.cc/EL3K-GY6T].} Attorneys report higher levels of mental health issues such as depression and anxiety, which are not infrequently self-medicated and are exacerbated with alcohol or substance abuse—and which can then contribute to impulsivity.\footnote{A study commissioned by the American Bar Association indicates that more than one third of all attorneys in the United States appear to experience problematic drinking. \textit{Addiction Recovery Poses Special Challenges for Legal Professionals}, BUTLER CTR. FOR RSCH. (Mar. 16, 2017), \url{https://www.hazeldenbettyford.org/education/bcr/addiction-research/substance-abuse-legal-professionals-ru-317} [https://perma.cc/8Y4Q-LZD8].}

\textit{Perceptual Inaccuracies.} Human decisions are affected by mental models of the environment within which individuals act.\footnote{See Daniele Zavagno, Olga Daneyko & Rossana Actis-Grosso, \textit{Mishaps, Errors, and Cognitive Experiences: On the Conceptualization of Perceptual Illusions}, 9 \textit{FRONTIERS HUM. NEUROSCIENCE} 1, 2 (2015).} Given the

\begin{itemize}
\item \footnote{Francis X. Shen, \textit{Aging Judges}, 81 \textit{OHIO ST. L.J.} 235, 238–39 (2020).}
\item \footnote{Such disorders include drug addiction, alcoholism, intermittent explosive disorder, oppositional defiant disorder, and pyromania. T.W. Robbins & J.W. Dalley, \textit{Impulsivity, Risky Choice, and Impulse Control Disorders: Animal Models, in DECISION NEUROSCIENCE: AN INTEGRATIVE APPROACH} 81, 81 (Jean-Claude Dreher & Léon Tremblay eds., 2017).}
\item \footnote{Table 2. 12-month Prevalence of DSM-IV/WMH-CIDI Disorders by Sex and Cohort, HARV. MED. SCH., \url{https://www.hcp.med.harvard.edu/ncs/ftpdir/NCS-R_12-month_Prevalence_Estimates.pdf} [https://perma.cc/EL3K-GY6T].}
\item \footnote{A study commissioned by the American Bar Association indicates that more than one third of all attorneys in the United States appear to experience problematic drinking. \textit{Addiction Recovery Poses Special Challenges for Legal Professionals}, BUTLER CTR. FOR RSCH. (Mar. 16, 2017), \url{https://www.hazeldenbettyford.org/education/bcr/addiction-research/substance-abuse-legal-professionals-ru-317} [https://perma.cc/8Y4Q-LZD8].}
\item \footnote{See Daniele Zavagno, Olga Daneyko & Rossana Actis-Grosso, \textit{Mishaps, Errors, and Cognitive Experiences: On the Conceptualization of Perceptual Illusions}, 9 \textit{FRONTIERS HUM. NEUROSCIENCE} 1, 2 (2015).}
\end{itemize}
noisy and chaotic world, if individuals lacked mental models, they would be overwhelmed by the sheer volume of unfiltered information. Humans have thus developed perceptual filters such as selective attention that allows focus on some sensory experiences while tuning out others. But perceptions created from the interaction of different senses can be distorted through the lens of emotions, motivations, desires, and culture. Misperceptions are a common source of mistakes, including those made by governmental actors.51

B. Biases

Perhaps in part because of their physical limitations, humans regularly rely on a series of cognitive shortcuts. These shortcuts may reflect traits that have given humans evolutionary advantages. But they can lead to systematic errors in information processing and failures of administrative government.52 In this Section, we detail just a few of the widely documented biases that predictably contribute to errors in human judgment. It may be possible to counteract some of these tendencies through what is known as debiasing—but not always and not necessarily completely.53

Availability Heuristic. The availability heuristic or bias refers to the human tendency to treat examples which most easily come to mind as the most important information or the most frequent occurrences.54 When a hazard is particularly salient or frequently observed, the


53. Christine Jolls & Cass R. Sunstein, Debiasing Through Law, J. LEGAL STUD. 199, 200–02 (2006). A legal requirement that corporate boards include outside members is one example of a debiasing strategy, as it tries to counteract confirmation bias.

hazard is more cognitively available and tends to drive decision-making. In the context of legislation and agency decision-making, policy decisions will inevitably become anecdote-driven if preferences are shaped by a set of probability judgments that are themselves affected by the availability bias. For instance, support for government regulation can be driven by recent and memorable instances of harms, such as explosions, fires, or other crises.  

**Confirmation Bias.** Confirmation bias—sometimes referred to as motivated reasoning—is the tendency to search for and favor information that confirms existing beliefs, while simultaneously ignoring or devaluing information that contradicts them. In one study, individuals in two groups—one supportive of capital punishment, the other not—were given purported evidence from the same two fictional studies—one supporting their views, one undermining them. The participants merely ignored the information undermining their preexisting beliefs and focused on what confirmed their initial positions. 

Government officials are not immune from motivated reasoning. In a recent Danish study, elected politicians were shown the characteristics of two schools and asked to choose the better-performing one. When the schools were labeled anonymously, the politicians’ answers coalesced around the better-performing school. But when the schools were labeled by their ownership status (i.e., private versus public), the results changed dramatically—because the privatization of schools was a contentious policy issue in Denmark at the time of the study. The additional information led the politicians to cherry-pick evidence that supported their preexisting beliefs and entrenched values. Overall, decision-makers who have established an initial position on an issue—such as by making a speech or other public

---


56. Id.

57. Id. Some research even suggests that as humans acquire domain expertise, they can lose flexibility with regard to problem solving, adaptation, and creative idea generation. Erik Dane, *Reconsidering the Trade-off Between Expertise and Flexibility: A Cognitive Entrenchment Perspective*, 35 ACAD. MGMT. REV. 579, 579 (2010).


59. Id. at 1125.

60. Id. at 1127.
statement—tend to be less likely to make use of new evidence that might depart from their staked-out views.

**Anchoring.** Much as with the differences in labeling of options, decisions can be shaped by anchored information. People estimate unknowns by modifying an initial value—whether explicitly given or implicitly in the subconscious—to reach the final answer. Although anchoring typically affects decisions in negotiation, it also can affect how voters evaluate the costs of government programs. One study found that when asked how much they believed a public project would raise their taxes, the majority of participants anchored their estimate according to the number embedded in the question itself (that is, they gave higher estimates in response to mention of a project’s need for “$50,000,000” in financing, as opposed to an equivalent “$130 per capita”).

**System Neglect.** Individuals can mistake trees for forests, overweighting individual signals relative to the underlying system which generates these signals. As a result, decisions can be made in isolation, with insufficient regard to the systemic context of the decision. If the environment within which a decision is being made is stable, humans tend to overreact to noisy signals; if the environment is unstable, humans tend to underreact to precise signals. In general, human decision-makers tend to pay more attention to individual bits of information than to the general system producing the information. They can also take into account factors that are outside the affected system and not necessarily relevant to the decision at hand.

**Present Bias.** Individuals tend to resist change. Part of this stems from an endowment effect by which people tend to value retaining their current situation more than gaining an equivalent situation that they do not currently possess. As one well-known study found, participants demanded much more to give up a Cornell University coffee mug than they would be willing to pay to acquire the same mug.
in the first place. 66 Other research shows that people are more likely to recall the positive attributes of what they possess, focusing on reasons to keep what they already have, while they are more likely to recall the negative attributes of what they do not possess, focusing on the reasons not to buy into change. 67

A related behavioral tendency, known as loss aversion, also reinforces a present bias. Humans dislike losses more than they like corresponding gains. 68 People also tend to disregard potential gains and focus on the losses associated with an activity. Overall, they face challenges in assessing risks, with difficulties in processing and assigning meaning to probabilities, large numbers, and exponential growth. 69 Subtle changes in the framing of information can affect people’s evaluation of risks—even ones that are quantitatively identical. For example, if a health policy is framed in terms of number of lives saved, people are more conservative and risk-averse; if the same policy is framed in terms of number of lives lost, people are much more willing to take risks to try to reduce that number. 70

Practically speaking, these tendencies help explain why “preventing losses . . . looms larger in government’s objective function.” 71 Governments are less likely to behave aggressively when doing so would produce gains than when the same behavior might

prevent losses. Policymakers appear to prefer more cautious measures over more ambitious ones, even if the latter are needed. Such myopia in governmental decision-making creates inertia toward the status quo. It can also lead to the systemic underinvestment in policies and resources needed to prevent future harms.

Susceptibility to Overpersuasion. Although humans may at times be sensibly persuaded to change their opinions when presented with new information, they can also be persuaded by superficial, even irrelevant, changes in environment, context, and framing. Numerous studies reveal biases that can be triggered simply by subtle changes in language or visual imagery. For example, one study found that changes in the gruesomeness of information correlate with conviction rates. With other variables held constant, 34 percent of the subjects who viewed gruesome textual references chose to convict, compared with 14 percent by those who did not. Even delivering unsavory smells to a room can affect decisions having nothing to do with odors.

The visual display of information can also be more influential than expected. Visually gripping demonstratives, such as diagrams, photographs, and animations, can captivate a jury’s attention, spark emotions, and prove persuasive. Merely using PowerPoint slides in opening statements in court tends to correspond with achieving more favorable decisions.

72. See Jervis, Political Implications, supra note 71.
73. Those who stand to lose from new policies often mobilize against change more than will those who stand to gain. See THE POLITICS OF REGULATION 360–61 (James Q. Wilson ed., 1982).
Racial and Gender Biases. As with the various cognitive biases noted above, race and gender biases can affect human judgment—even without conscious animus. Implicit biases are a “distorting lens that’s a product of both the architecture of our brain and the disparities in our society.”

Perceptions about race can be shaped by subtle cues that appear in people’s surroundings. One study exposed adult subjects to a series of flashes of light containing letters that were too rapid to be consciously perceived. One group was exposed to flashes with words related to crime, such as “arrest” and “shoot,” while the other group was exposed to jumbled letters. But after these flashes, subjects were shown two human faces simultaneously—one Black, one white. The subjects exposed to the crime-related words spent more time staring at the Black face.

In the context of the legal system, studies show evidence of racial bias in the conduct of prosecutors in determining convictions and federal sentences. Racial disparities have been identified as well in the decisions of defense attorneys, police officers, judges, and juries. Similarly, restraint of Glasmann, 286 P.3d 673, 701–03 (Wash. 2012) (en banc) and State v. Robinson, No. 47398-1-I, 2002 WL 258038, at *3 (Wash. Ct. App. Feb. 25, 2002).

JENNIFER L. EBERHARDT, BIASED: UNCOVERING THE HIDDEN PREJUDICE THAT SHAPES WHAT WE SEE, THINK, AND DO 6 (2019); see also O. Pascalis, L. S. Scott, D. J. Kelly, R. W. Shannon, E. Nicholson, M. Coleman & C. A. Nelson, Plasticity of Face Processing in Infancy, 102 PROC. NAT. ACAD. SCI. 5297, 5300 (2005) (“[E]xperience with faces early in life may influence and shape the development of a face prototype. The development of this prototype leads to biases in discriminating own-race and own-species faces compared with other-race and other-species faces.”).

BERHARDT, supra note 81, at 58–60.

Id.

Id.


Kate Antonovics & Brian G. Knight, A New Look at Racial Profiling: Evidence from the Boston Police Department, 91 REV. ECON. & STAT. 163, 163 (2009).


racial disparities can be found in the policies and products of the administrative state. Some of these disparities have resulted from explicit biases reflected in historic race-conscious housing policies. Others result from persistent structural racism and implicit biases. Awards of Social Security disability benefits, for example, have been found to exhibit racial disparities, with Black applicants receiving less favorable outcomes compared to white applicants. The Food and Drug Administration’s (“FDA”) testing protocols result in Black and Latino individuals disproportionately bearing the risks of testing experimental drugs.

C. Group Challenges

To these various problems and limitations of individual decision-making can be added a series of distinctive pathologies associated with group decision-making—the kind of decision-making that prevails throughout much of government. The group setting does not necessarily eliminate the problematic physical and cognitive features that can make individual decision-making go awry. On the contrary, research indicates that it is commonly the case that “groups exaggerate this tendency.” Moreover, the group setting adds social dynamics that can create additional problems. It was far from accidental that Otto


von Bismarck compared the making of laws to the making of sausages. Some research even suggests that as many as half of all decisions made in a group setting result in failure.97

Groupthink. One dynamic that arises within groups derives from individuals’ psychological drive for consensus that suppresses dissent and the open appraisal of alternatives.98 When members of a group prize their group membership over the substance of the decision, any individual motivation to appraise alternative courses of action tends to fall to the wayside.99 Individual doubts and disagreements are effectively censored.100 Structural faults in the organization—including partial leadership, rigidly established procedures, and homogenous in-groups—tend to lead to harmful symptoms of groupthink, including the illusion of invulnerability, self-censorship, stereotypes of out-groups, and the illusion of unanimity.101 Groupthink is said to have contributed to a wide range of governmental failures, including the National Aeronautics and Space Administration’s fateful decision to launch the Challenger shuttle, President Harry S. Truman’s troubled invasion of the Democratic People’s Republic of Korea, President John F. Kennedy’s failed assault on the Bay of Pigs in Cuba, President Lyndon B. Johnson’s escalation of U.S. involvement in the Vietnam War, President Richard Nixon’s Watergate scandal, and the coverup of the Iran-Contra scandal during the administration of President Ronald Reagan.102 More recently, groupthink appears to have impeded the
government’s response to COVID-19\textsuperscript{103} and may have contributed to misjudging the circumstances surrounding the U.S. withdrawal from Afghanistan.\textsuperscript{104}

*Lowest Common Denominator Effect.* Another related group decision-making pathology grows out of individual group members’ desire to come to agreement: the lowest common denominator effect. When this happens, decisions get made based on what all the group members can agree upon, rather than on what is actually needed to address the problem confronting the group.\textsuperscript{105} Groups that succumb to the lowest common denominator risk setting the bar too low when making decisions and finding solutions.\textsuperscript{106}

*Garbage Can Decision-making.* Groups may also fail to find effective solutions because of “garbage can” decision-making, where group members first identify solutions and search for problems which might justify their preferred solutions—rather than the reverse.\textsuperscript{107} Whether a group makes useful choices depends upon a mixture of ideas for solutions, problems to be solved, and decision-makers involved in the group. Often, members of a group will avoid identifying problems in the effort to make

\begin{itemize}
  \item \footnote{NASA 404 (2d ed. 2016) (arguing that “many of the elements of” failure in the Challenger tragedy “have explanations that go beyond the assembled group to cultural and structural sources”). Even Janis recognized that, in situations suffering from groupthink, “other causal factors” may well be at play. \textit{Janis}, supra, at 275.}
  \item \footnote{For a discussion of the lowest common denominator effect, see Cary Coglianese, \textit{Is Consensus an Appropriate Basis for Regulatory Policy?}, in \textit{ENVIRONMENTAL CONTRACTS: COMPARATIVE APPROACHES TO REGULATORY INNOVATION IN THE UNITED STATES AND EUROPE} 93, 93–113 (Eric Orts & Kurt Deketelaere eds., 2001).}
  \item \footnote{For ways that groups can fail by trying to make everyone happy, see Cary Coglianese, \textit{Is Satisfaction Success? Evaluating Public Participation in Regulatory Policymaking}, in \textit{THE PROMISE AND PERFORMANCE OF ENVIRONMENTAL CONFLICT RESOLUTION} 69, 69–70 (Rosemary O’Leary & Lisa Bingham eds., 2003).}
  \item \footnote{Michael D. Cohen, James G. March & Johan P. Olsen, \textit{A Garbage Can Model of Organizational Choice}, 17 ADMIN. SCI. Q. 1, 1 (1972).}
\end{itemize}
decisions. Ultimately, “the nature of the choice, the time [the group] takes, and the problems it solves all depend on a relatively complicated intermeshing of elements” within the organization.108

Preference Cycling. Aggregating preferences within groups can also be relatively erratic. According to Arrow’s impossibility theorem, when individual preferences are arrayed across more than a single dimension, there may be no clear and stable way to aggregate individual preferences without violating mathematical principles of transitivity.109 In other words, although a majority of a group may favor option A over option B, and also favor option B over option C, if the group is faced just with a decision that involves a choice just between A and C, it may well rationally choose C. Outcomes “cycle” because the choice that satisfies a majority of group members’ preferences can shift depending on the potentially arbitrary way that alternatives are pitted against each other (A versus B, B versus C, or A versus C).110

Free Riding or Social Loafing. Members of a group can be less motivated when performing tasks along with other group members. Situations where individuals are not individually identifiable lead to lower accountability and responsibility—or social loafing. In one experiment, researchers found that when asked to perform physically exerting tasks of clapping and shouting, participants’ efforts sizably decreased when performing in groups as compared to performing alone.111 This effect also has been documented in industrial production, bystander intervention, and participation in church activities.112 When individuals need to work cooperatively to achieve collective action, they have the incentive to free ride on the efforts of others—which ultimately undersupplies needed collective goods.113

* * *

108. Id. at 16.
112. Id. at 831.
All of these various characteristics of human decision-making manifest themselves in public policies and outcomes, fueling frequent complaints about government and its performance.\(^{114}\) When calamities strike, government officials receive blame for failing to connect the dots and prevent tragedy from occurring.\(^{115}\) When problems go unsolved, government again gets blamed, often for being too sclerotic.\(^{116}\) All along, the persistence of racial, gender, and other biases continue to raise questions about the fairness of government.\(^{117}\)

Even routine administrative processes driven by humans receive frequent criticisms about delays, inconsistencies, and disparities.\(^{118}\) Any system that must rely on thousands of humans to make decisions will necessarily be susceptible to such concerns. The Social Security Administration’s (“SSA”) disability program, for example, depends on

\(^{114}\) As of 2021, 73 percent of Americans were at least somewhat dissatisfied with government and “how well it works.” Government, GALLUP, https://news.gallup.com/poll/27286/government.aspx [https://perma.cc/R8U2-7SG7]. Between 2001, when the level was 30 percent, and 2021, dissatisfaction more than doubled. Id. For discussions of the effects of human limitations on governmental performance, see, for example, Eyal Zamir & Raanan Sultezanu-Kenan, Explaining Self-Interested Behavior of Public-Spirited Policy Makers, 78 PUB. ADMIN. REV. 579, 579 (2017); Michael David Thomas, Reapplying Behavioral Symmetry: Public Choice and Choice Architecture, 180 PUB. CHOICE 1, 11 (2019).


about 1500 administrative law judges to process about eight hundred thousand cases each year. Even with this processing throughput, the disability claims system has a backlog of about a million cases. Moreover, inconsistencies across this system’s many human decision-makers can be stark. Using just the fifteen most active administrative judges in the Dallas SSA as an example, it has been noted that “the judge grant rates in this single location ranged . . . from less than 10 percent being granted to over 90 percent.” Three judges awarded benefits to no more than 30 percent of applicants, while three other judges awarded to more than 70 percent.

Physical limitations, cognitive biases, and group pathologies build upon one another to affect human decision-making in ways that can be unpredictable and often undesirable. They contribute—both separately and in combination—to the widely accepted conclusion that government performs poorly.

II. THE PROMISE OF DIGITAL ALGORITHMS

Recognizing the limitations of human decision-making should make both public officials and the public open to the possibility that digital algorithms—whether in the form of simple automation tools or complex machine-learning algorithms—could help improve government’s performance. In this Part, we show the promise that digital

---

120. Id.
121. See, e.g., Krent & Morris, supra note 118.
122. Transactional Recs. Access Clearinghouse, Social Security Awards Depend More on Judge Than Facts (July 4, 2011) [hereinafter SSA Report], https://trac.syr.edu/tracreports/ssa/254 [https://perma.cc/GTR8-6U8N]. The SSA disputed aspects of this study. But others have documented considerable variability in SSA administrative outcomes. See, e.g., Verkuil, supra note 118, at 242; Krent & Morris, supra note 118.
123. SSA Report, supra note 122.
125. In fact, federal, state, and local governmental entities have already begun to implement digital algorithms in various ways to support domestic public administration, especially for
algorithms hold for making such improvements. We begin by articulating some of digital algorithms’ general virtues—especially the virtues of machine-learning algorithms—and then turn to research directly comparing their performance with the status quo.

Although this research confirms that machine-learning algorithms can deliver considerable improvements, we do not claim that digital algorithms will always perform better than current human algorithms. Machine learning cannot eliminate every problem confronting government. The relevant question about digital algorithms is not whether they will be free of all errors or biases. Rather, the question should be whether digital algorithms can perform specific tasks better than humans. Anyone concerned about fairness in government decision-making should entertain the possibility that digital algorithms may sometimes prove to be fairer and more consistent than humans. At the very least, it might be easier to remedy biased algorithms than to remove deeply ingrained implicit or cognitive biases from human decision-making.126

Nevertheless, because the design and operation of digital algorithms depend on humans, public officials should approach their use with due care. We therefore conclude this Part by highlighting a few problems and controversies that have arisen when governments have shifted to a reliance on digital algorithms. By appreciating that risks remain with the use of digital algorithms, it becomes evident that government officials need to be suitably cautious and make smart decisions about when and how to choose digital versus human algorithms, the issue Part III takes up.

A. Digital Algorithms and Their Virtues

Statistical and other mathematical algorithms have been pivotal to nearly every major advance in science and technology. In recent decades, major developments in computing power now allow business leaders, medical and other professionals, and government officials to

improve what they do by taking advantage of a distinctive type of digital algorithm known as a machine-learning algorithm.

Machine-learning algorithms learn autonomously by deciphering patterns and generating inferences in large datasets that contain images, numbers, dense text, and natural languages. These algorithms can assume many different forms, but they are often grouped into two main categories. In the “supervised learning” category, algorithms are provided with numerous labeled examples—for example, images categorized as “dog” or “cat”—and then generate a model to identify unlabeled images of dogs and cats. By contrast, in “unsupervised learning,” algorithms can learn without the benefit of labeled data. When an unsupervised learning algorithm is fed an increasing number of images of dogs and cats, it builds predictive models for how to distinguish the two.

Unlike traditional statistical analysis techniques, machine learning does not require humans to specify at the outset which variables to use. Of course, humans are never truly and completely out of the picture, as they must still select the learning algorithm’s objective and meta-design, feed it its training data, and tweak the algorithm’s optimization process for analyzing test data. Nevertheless, machine-learning algorithms largely design their own predictive models based on existing data, finding patterns in the data that can be used to generate predictions that can be quite accurate.

As the amount of data generated on a daily basis has increased dramatically in recent years and the cost of computing power has decreased, machine-learning algorithms have grown increasingly feasible to use. Their use in performing a wide variety of tasks in the private sector, health professions, and, increasingly, government stems from a desire to reap several key benefits that they offer, including

127. Coglianese & Lehr, Regulating by Robot, supra note 1, at 1156–57; Lehr & Ohm, supra note 1, at 655.
128. Our discussion of machine learning here is, by necessity, both brief and basic, and machine-learning algorithms can fall into additional categories, such as semi-supervised and reinforcement learning algorithms.
129. Coglianese & Lehr, Regulating by Robot, supra note 1, at 1158 n.37.
130. Lehr & Ohm, supra note 1, at 676.
increased accuracy, more consistent outcomes, faster computational speeds, and greater productivity. These benefits might even be characterized as inherent to digital algorithms.

**Accuracy.** By definition, algorithms consist of logical steps and equations; mathematical equations dutifully carry out rules created for them and produce outputs that are within those bounds. As a result, their accuracy can be assessed via metrics that are expressed clearly and numerically.\(^\text{132}\) Data analysts can compare multiple different types of machine-learning algorithms to see which ones yield the most accurate results when performing similar tasks. In this way, different algorithms compete with one another to establish which has the lowest error rates. A survey of nearly two thousand machine-learning algorithms used for breast cancer risk prediction revealed one algorithm as the most accurate of the group.\(^\text{133}\)

**Consistency.** Consistency underlies the conception of any fair system of government,\(^\text{134}\) and deploying a single algorithm can help achieve consistent results. As digital algorithms comprise a set of established steps to approach their objective in a systematic manner, they are almost by definition approaching the same task in the same way each time.\(^\text{135}\) They also lend themselves to high replicability of outcomes when applied to the same data and following the same computational procedures.\(^\text{136}\)

**Speed.** Computers can return speedy results, which are especially valuable when time is of the essence. They can be useful with real-time tracking and reporting, such as in the FDA’s use of microbial source


\(^\text{135.}\) We are assuming here digital algorithms that do not have stochasticity—or randomness—deliberately programmed into them. See generally James C. Spall, *Stochastic Optimization*, in *HANDBOOK OF COMPUTATIONAL STATISTICS: CONCEPTS AND METHODS* 173 (James E. Gentle, Wolfgang Karl Härđle & Yuichi Mori eds., 2d ed. 2012).

tracking to assess foodborne outbreaks in real time. Their speed has made them valuable to private investors making high-frequency trades in securities markets—and it is that same speed that can make them valuable to regulators overseeing these markets.

Productivity. Computers are not only fast, but they can also handle a large volume of tasks at once, helping to expand any organization’s productivity. Algorithms have the capacity to handle as many variables as their processing power allows. A modern computer typically has sixteen gigabytes of RAM—allowing for datasets of millions, possibly billions, of data points—more than enough for many algorithmic tasks. Given the daunting tasks that government agencies must complete with limited budgets and time, digital systems’ productivity improvements make them greatly appealing. This is undoubtedly part of the reason why the Internal Revenue Service uses data mining algorithms to predict fraud and abuse, the General Service Administration has automated “administrative ‘cutting and pasting’ tasks,” and the U.S. Patent and Trademark Office is developing electronic examination tools to substitute for time-consuming manual document reviews. The Federal Communications Commission and other agencies are using algorithmic natural language processing tools to review rulemaking dockets filled with hundreds of thousands, even millions, of public comments.
B. Digital Algorithms Versus Human Algorithms

Digital algorithms are able to perform a variety of tasks better than humans can. Digital algorithms, for example, can recall stored content faster and more accurately than humans. Unlike humans, who are vulnerable to memory limitations when faced with more than four variables, algorithms have practically unlimited capacity for data storage and the handling of heavy information-processing workloads.

Moreover, a single digital system can replace many different human decision-makers, allowing for greater consistency over a series of repeated decisions. When different humans must make governmental decisions, discrepancies and inconsistencies can arise between their judgments. By contrast, algorithms that are fixed—ones that accept the same inputs and training data—will be much more likely to produce consistent outputs.

This is not to deny that humans will remain better at some tasks than will digital algorithms. The human mind, for example, is well-suited to making reflexive, reactionary decisions in response to sensory inputs. Thus, a human automobile driver may be able to respond...
reflexively in less time than an algorithm when swerving to avoid an accident. But a human analyst would not be able to comb through thousands of pages of documents as quickly and thoroughly as an algorithm. Many governmental tasks are more similar to the latter example. For instance, the U.S. Bureau of Labor Statistics (“BLS”) collects data on workplace injuries from hundreds of thousands of businesses to enable the U.S. Department of Labor to identify methods for preventing workplace injuries. In the past, human analysts have needed to read and assign to each incident report a series of codes for occupation, event, injury, injury location, and injury source. But by relying on a machine-learning system, the BLS can now have at least 80 percent of these codes assigned digitally in a manner that is quicker and more accurate than a trained human coder. Digital algorithms’ comparative speed and efficiency in tasks like these give them the potential to eliminate many backlogs and unfair delays in governmental processes.

To understand machine-learning algorithms’ comparative advantages and disadvantages, various efforts have been made to compare these digital algorithms’ performance directly to that of humans. The most famous of these efforts have pitted digital algorithms against humans in games such as chess and Go. Others focused on medical and business decisions. For example, with respect to clinical diagnoses of certain skin lesions, state-of-the-art machine-human brain is starting to run brain-like software. Sara Reardon, *Artificial Neurons Compute Faster Than the Human Brain*, NATURE (Jan. 26, 2018), https://www.nature.com/articles/d41586-018-01290-0 [https://perma.cc/5H9N-56FF].


152.  *See ENGSTROM ET AL., supra note 9, at 854 (“Managed well, algorithmic governance tools can modernize public administration, promoting more efficient, accurate, and equitable forms of state action.”).)

153.  *DANIEL KAHNEMAN, OLIVIER SIBONY & CASS R. SUNSTEIN, NOISE: A FLAW IN HUMAN JUDGMENT* 336 (2021) (“A great deal of evidence suggests that algorithms can outperform human beings on whatever combination of criteria we select.”).

154.  *See, e.g., David Silver et al., Mastering the Game of Go with Deep Neural Networks and Tree Search*, 529 NATURE 484, 488 (2016) (reporting that the AlphaGo computer program beat a human champion in five straight games).
learning classifiers have been shown to be more accurate than board-certified dermatologists and other physicians.\textsuperscript{155} In mortgage lending, automated underwriting algorithms apparently “more accurately predict[] default” than human underwriters do, resulting in “higher borrower approval rates, especially for underserved applicants.”\textsuperscript{156}

Other studies have compared machine-learning algorithms’ performance with status quo results and found improved performance in a variety of distinctly public sector tasks:

- Greek border officials deployed a machine-learning system to screen travelers for COVID-19.\textsuperscript{157} Researchers found that the digital algorithm identified about two to four times as many asymptomatic travelers during peak travel than traditional screening protocols.\textsuperscript{158}

- Only about 10 percent of the more than three hundred thousand facilities subject to U.S. Environmental Protection Agency water pollution regulations receive government inspections in any given year, and normally only about 7 percent of inspected facilities are found noncompliant.\textsuperscript{159} But when using a machine-learning algorithm, inspectors could undertake the same number of inspections but find more than six times the number of regulatory violators—increasing the rate of violation detection to about 50 percent of all inspections.\textsuperscript{160}

- Human judges worry that defendants who are released from jail will commit crimes while out on bail. A machine-learning algorithm could grant or deny bail at the same rate


\textsuperscript{156}. Susan Wharton Gates, Vanessa Gail Perry & Peter M. Zorn, \textit{Automated Underwriting in Mortgage Lending: Good News for the Underserved?}, 13 HOUS. POL’Y DEBATE 369, 370 (2002).


\textsuperscript{158}. \textit{Id.}


\textsuperscript{160}. \textit{Id.}
As judges but reduce crime by 25 percent—or they could keep crime rates the same and reduce jailing by 42 percent. These improvements can be obtained even while reducing racial disparities in jailing rates.

- Replacing humans with machine learning for arraignment decisions in domestic violence cases could cut in half the number of rearrests for domestic violence within two years of release.

These examples indicate the considerable potential machine learning holds for improving governmental performance.

Demonstrating that machine learning can outperform humans in the completion of some tasks does not mean they will outperform humans in every task. Machine learning tends to perform best with tasks involving pattern recognition and high levels of repetition. This means that even if humans remain distinctively advantaged for tasks requiring creativity and solving unique problems, digital algorithms still hold great promise for reducing much of the drudgery work in government.

Nevertheless, many commentators still oppose the use of machine-learning algorithms. These critics charge that machine-learning algorithms are too opaque and prone to bias. Yet even with respect to the qualities of transparency and lack of bias, humans do not necessarily compare favorably to machine learning.

It is true that so-called black box machine-learning algorithms do not offer an intuitive basis for understanding why they reach their outcomes. But data scientists are extensively researching algorithmic explainability and finding techniques to understand and explain the

162. Id.
165. See supra notes 10–12 and accompanying text.
results of machine-learning algorithms.\textsuperscript{166} Moreover, humans are themselves far from transparent.\textsuperscript{167} Expert judgments are often “cryptic and mysterious” to those affected by their judgments.\textsuperscript{168} Even when humans explain their decisions, these accounts can be as much rationalizations as true reasons—a point legal realists made nearly a century ago with respect to judicial decision-making.\textsuperscript{169} People themselves often do not really know the reasons why they decided as they did. In many contexts, the resulting decisions can come about from “implicit biases about which we are often unaware ourselves.”\textsuperscript{170} Indeed, for this reason, “[i]n many ways, human cognition forms the ultimate black box, even to the person engaged in the cognitive activity.”\textsuperscript{171}

When it comes to bias, the issue again is not whether machine-learning algorithms can escape bias altogether, but rather whether they can perform better than humans. Again, well-designed and responsibly administered digital algorithms can sometimes do better than humans—even when trained on datasets with baked-in human biases.

\begin{itemize}
\item \textsuperscript{166} For a discussion of some of these developments, see Coglianese & Lehr, Transparency, supra note 1, at 50–55.
\item \textsuperscript{167} See Sendhil Mullainathan, Biased Algorithms Are Easier To Fix than Biased People, N.Y. TIMES (Dec. 6, 2019), https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html [https://perma.cc/F2L8-Z69D] (“Humans are inscrutable in a way that algorithms are not. Our explanations for our behavior are shifting and constructed after the fact.”); John Zerilli, Alistair Knott, James MacLaurin & Colin Gavaghan, Transparency in Algorithmic and Human Decision-Making: Is There a Double Standard?, 32 PHILO. & TECH. 661, 663 (2019) (“[M]uch human decision-making is fraught with transparency problems . . . .”). Michael Lewis has tellingly compared the use, in response to pandemics, of computer-based disease models to human judgment by experts, observing that the latter have implicitly “used models” too. Lewis, supra note 21, at 85. He has aptly noted that the experts relied on models or abstractions to inform their judgments. Those abstractions just happened to be inside their heads. Experts took the models in their minds as the essence of reality, but the biggest difference between their models and the ones inside the computer was that their models were less explicit and harder to check. Experts made all sorts of assumptions about the world, just as computer models did, but those assumptions were invisible. Id.
\item \textsuperscript{169} See WILLIAM TWINING, KARL LLEWELLYN AND THE REALIST MOVEMENT 229–31 (1973).
\item \textsuperscript{170} Jon Kleinberg, Jens Ludwig, Sendhil Mullainathan & Cass R. Sunstein, Algorithms as Discrimination Detectors, 117 PROC. NAT’L ACAD. SCI. 30096, 30097 (2020).
\item \textsuperscript{171} Id.; see also id. at 30100 (“It is tempting to think that human decision making is transparent and that algorithms are opaque . . . [. but] the opposite is true—or could be true.”).
\end{itemize}
One reason why digital algorithms can fare better in avoiding bias is that algorithms necessarily demand the centralized compilation of large volumes of data. As a result, the use of digital algorithms necessarily brings with it the information needed to detect unwanted biases.  

By comparison, governmental processes that depend on a distributed series of one-off decisions by different humans may never even produce the kind of aggregate data that would make unwanted disparate treatment visible. It is typically only with big data of the kind that fuels machine-learning algorithms that researchers can even ferret out the discrimination that humans perpetrate.

Another reason digital algorithms fare better than human algorithms when it comes to bias is that, once bias is detected (whether in humans or machines), the digital algorithms can be easier to debias. Debiassing humans, after all, can be quite difficult. By contrast, with digital algorithms it will always be possible in principle to make mathematical adjustments that reduce unwanted biases. These adjustments can even be made while avoiding unlawful forms of “reverse discrimination.”

Overall, digital algorithms can outperform human algorithms, exhibiting positive qualities such as accuracy, consistency, speed, and productivity. And even with respect to negative concerns, such as opacity and bias, digital algorithms may again fare much better than humans, even if they are not altogether perfect or error-free.

C. Human Errors with Digital Algorithms

Digital algorithms’ biggest weakness may well stem from the fact that they need to be designed and operated by humans. All of the human foibles discussed in Part I can come into play with the development and deployment of digital algorithms. Humans may rush to put in place digital systems that are insufficiently thought-through and vetted. Humans may also be inattentive to the full range of values.

172. Id. at 30098 (“[Digital] algorithms . . . have the potential to become a force for social justice by serving as powerful detectors of human discrimination.”).

173. See, e.g., Mullainathan, supra note 167 (“Changing people’s hearts and minds is no simple matter.”); Edward H. Chang, Katherine L. Milkman, Dena M. Gromet, Robert W. Rebele, Cade Massey, Angela L. Duckworth & Adam M. Grant, The Mixed Effects of Online Diversity Training, 116 Proc. Nat’l Acad. Sci. 7778, 7781 (2019) (finding modest effects at best from diversity training, but with no effects on the individuals that “policymakers typically hope to influence most with such interventions”). The difficulty in eliminating bias from humans should be evident from, if nothing else, the persistence of racist and misogynistic beliefs and outcomes in society.
affected and consequences created by digital systems. If humans remain inattentive to or unconcerned about the possibility of bias, then digital algorithms’ advantages with respect to debiasing will never materialize.

As Part I suggests, human decision-making has been responsible for an untold number of mistakes, injustices, and calamities. This unfortunately includes, at times, failures in deploying digital systems, such as:

- Stanford University’s initial digital algorithm for allocating COVID-19 vaccines excluded nearly all of its medical residents from the initial priority group, even though many of them regularly treat COVID-19 patients. Although it was a digital algorithm that established the preliminary vaccine allocation decisions, the human administrators who reviewed and approved the ultimate plan were untested in novel situations and showed an “utter disconnect [from] . . . front line workers.”

- Many states are using data mining algorithms to identify fraud in food stamp benefits, unemployment insurance, and Medicaid. In Michigan, a digital fraud detection system adopted in 2013 made roughly 48,000 fraud accusations against unemployment insurance recipients and forced repayment and high penalties through garnished wages, levied bank accounts, and seized tax refunds. Later, a state review determined that 93 percent of these fraud determinations were incorrect.

175. Id.
178. Sarah Cwiek, State Review: 93% of State Unemployment Fraud Findings Were Wrong, MICH. RADIO (Dec. 16, 2016, 6:03 PM), https://www.michiganradio.org/politics-government/2016-
• Between 2015 and 2020, at least twenty federal agencies as varied as the U.S. Immigration and Customs Enforcement and the U.S. Postal Inspection Service used or owned facial recognition software. According to the Department of Commerce’s National Institute of Standards and Technology, facial recognition software shows widespread evidence of racial bias, with some algorithms generating results that are up to one hundred times more likely to confuse two different individuals of color than two different white individuals.

• When COVID-19 kept students in England from sitting for their university admissions exams, the government’s Office of Qualifications and Examinations Regulation (“Ofqual”) opted to create an algorithm to impute scores to students “based on evidence of their likely performance in the exams had they gone ahead.” The algorithm was intended to adjust for grade inflation, but it actually lowered the scores for 40 percent of students compared...
with their teacher-awarded grades. Following heated public uproar, Ofqual withdrew the algorithm-determined scores and let teachers’ grade estimates prevail.

Not all of these examples involved what might be termed true machine-learning algorithms, but they nevertheless serve as a reminder that failures can arise from digital algorithms—and as a reminder of the need for humans to learn from these failures. In some of these failed cases, government officials have neglected to engage in sufficient public vetting of their algorithmic tools. Ofqual’s efforts, for example, have been described as “proprietary, secretive and opaque,” with overlooked “opportunities for meaningful public accountability.”

In some instances of digital failure, it is possible that alternative systems based entirely on humans would have failed too. Still, it remains the case that no digital algorithm will itself be infallible. These algorithms will make their own mistakes—perhaps even ones that humans would not make. What they do promise, though, is to make fewer mistakes overall. That said, they can only achieve this promise if they are used with care. Just as humans can fail when making a decision


184. In 2017, the city of Boston sought to reconfigure its school bus schedules using a digital algorithm aimed at improving the “sleep health of high school kids, getting elementary school kids home before dark, supporting kids with special needs, lowering costs, and increasing equity overall.” Joi Ito, What the Boston School Bus Schedule Can Teach Us About AI, WIRED (Nov. 5, 2018, 8:00 AM), https://www.wired.com/story/joi-ito-ai-and-bus-routes [https://perma.cc/H83T-FYDH]. But its initial plan was met with resistance by many angry parents who preferred the status quo—suggesting that better communication and engagement may have helped. E.g., id.; Ellen P. Goodman, Smart Algorithmic Change Requires a Collaborative Political Process, REG. REV. (Feb. 12, 2019), https://www.theregreview.org/2019/02/12/goodman-smart-algorithmic-change-requires-collaborative-political-process [https://perma.cc/V36K-QY8M]. Although the city dropped its most ambitious plan to change bus schedules, it nevertheless used digital algorithms to optimize school bus routes, which reduced vehicle emissions and fuel costs considerably. Sean Fleming, This US City Put an Algorithm in Charge of Its School Bus Routes and Saved $5 Million, WORLD ECON. F. (Aug. 22, 2019), https://www.weforum.org/agenda/2019/08/this-us-city-put-an-algorithm-in-charge-of-its-school-bus-routes-and-saved-5-million [https://perma.cc/PL6W-L98E].

that calls for purely human judgment, due to the limitations noted in Part I, they can also fail when making human judgments about the design and use of digital algorithms. The key is for humans to engage in smart decision-making about when and how to deploy digital algorithms.

III. DECIDING TO DEPLOY DIGITAL ALGORITHMS

When contemplating a shift from human to digital decision-making, the choice will be between one type of algorithm (human) and another type (digital). Choosing between a human or a digital algorithm always will itself require a process of some kind—or what we might call a meta-process, to distinguish it from the processes under consideration to perform a specific governmental task. That meta-process will unavoidably be one that humans must undertake.

This final Part thus focuses on how humans—namely, government officials—should approach choosing between a human and a digital algorithm. Careful decision-making will be needed to avoid humans making mistakes about the design and deployment of digital algorithms. By no means should government decision-makers rush unthinkingly into adopting and relying on machine-learning algorithms—no more than they should unthinkingly rush to shift from one type of human-driven process to another human-driven process.186 The core question will always be whether a shift to using a digital algorithm would be better than the status quo that relies on human algorithms.

A. Selecting a Multicriteria Decision Framework

What constitutes “better” will not always be easy, straightforward, or uncontroversial. Moreover, a judgment that machine learning will (or will not) be better than human decision-making can never be meaningfully made in the abstract or across-the-board. The

186. The overall need for care in choosing to digitize a governmental process is basically the same as is needed when making any decision to redesign a process. See Cary Coglianese, Process Choice, 5 REGUL. & GOVERNANCE 250, 255–57 (2011) (noting that, just as substantive choices about regulations need analysis, so too do choices about process). See generally CARY COGLIANESE, ORG. FOR ECON. COOP. & DEV., MEASURING REGULATORY PERFORMANCE: EVALUATING THE IMPACT OF REGULATION AND REGULATORY POLICY (2012) [hereinafter COGLIANESE, MEASURING REGULATORY PERFORMANCE], https://www.oecd.org/gov/regulatory-policy/1_coglianese%20web.pdf [https://perma.cc/7VC7-4B9E] (showing how regulatory procedures and processes can be evaluated empirically).
advisability of using machine learning will vary across different contexts and different tasks and problems. In some cases, machine learning will prove better than human decision-making; in other cases, it will not.\textsuperscript{187}

Even when machine learning is better, this will not necessarily mean it will be better in every relevant respect. Machine learning is not perfect. These algorithms still make mistakes and present downsides. They can make demonstrable improvements in speed and accuracy, but perhaps at some loss in the intuitive explainability of decisions. Nevertheless, a full consideration of machine-learning algorithms’ relative strengths and weaknesses may still lead to the judgment that, all things considered, machine learning is overall better than human decision-making for a given task and in a given context.\textsuperscript{188}

Deciding whether to rely on machine learning will necessitate balancing different, and perhaps often competing, values. This kind of balancing could take one of at least three forms: due process balancing, benefit-cost analysis, or multicriteria policy analysis. The last of these is likely to be the best approach for administrators to use when facing the meta-question of whether and when to use machine-learning tools to automate tasks previously handled by humans.

\textit{Due Process Balancing.} The first kind of balancing approach is reflected in the prevailing law of procedural due process, as articulated by the Supreme Court in its decision in \textit{Mathews v. Eldridge}.\textsuperscript{189} The \textit{Mathews} test seeks to balance the government’s interests affected by a particular procedure (such as the costs of administering the procedure) with the degree of improved accuracy the procedure would deliver and the private interests at stake.\textsuperscript{190} Although the \textit{Mathews} formula is often used by courts to assess a single process under challenge, it could be adapted by administrators as a framework for choosing between a status quo human-based process and a proposed shift to a digitally

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{187} In still other cases, systems which involve humans working in collaboration with digital systems may well prove the most optimal. For presentation purposes, this article has been framed around a binary choice between human algorithms and digital algorithms; however, the best option in some cases might involve a combination of the two. \textit{Cf.} Tim Wu, \textit{Will Artificial Intelligence Eat the Law? The Rise of Hybrid Social-Ordering Systems}, 119 COLUM. L. REV. 2001, 2026–28 (2019). The decision framework and factors presented throughout Part III could in principle be applied just as well to any option involving a hybrid system of human–machine collaboration.
\item \textsuperscript{188} That is, digital algorithms “can be far less imperfect than noisy and often-biased human judgment.” \textsc{Kahneman, Sibony & Sunstein}, \textit{supra} note 153, at 337.
\item \textsuperscript{189} \textit{Mathews v. Eldridge}, 424 U.S. 319 (1976).
\item \textsuperscript{190} \textit{See id.} at 333–35.
\end{itemize}
\end{footnotesize}
algorithmic process. The question would be which system delivers the most value on net, taking into account decisional accuracy and private stakes and then deducting the government’s costs.

Well-designed machine-learning systems would seem almost inherently superior to human systems under a Mathews calculus: they are likely to be less costly than systems that must rely on hundreds, if not thousands, of human decision-makers, and their main appeal is that they can be more accurate than humans. The private interests at stake are essentially exogenous and will be presumably unaffected by the choice of whether to use a human or digital algorithm. As a result, reliance on the Mathews calculus would often collapse the choice between human systems and digital ones into a single question: Which will produce more accurate decisions? The Mathews calculus thus almost seems hardwired to support the digital algorithm, provided that the specific machine-learning application in question can be shown to produce more accurate decisions than human decision-makers.191 Yet even though improvements in accuracy can be vital, the decision to shift to a machine-learning algorithm will surely entail other considerations beyond accuracy.

Benefit-Cost Analysis. A second balancing approach would sweep more broadly and account for both accuracy and all other consequences that a shift to machine learning might entail. It would call for administrators to make an all-things-considered judgment about the use of machine learning: essentially, to conduct a benefit-cost analysis. Machine learning would be justified under this approach when it can deliver net benefits (i.e., benefits minus costs) that are greater than those under the status quo. One advantage of this approach is that it accounts for more factors than the Mathews calculus. The Mathews factors are clearly important, but sometimes they will be incomplete. By contrast, benefit-cost analysis is, in principle, always complete, because it calls for a quantification and monetization of all consequences.192 But benefit-cost analysis will also have its practical limits in this setting—at least if it is to be approached in a hard fashion that seeks to place every consequence into a common monetary

191. Coglianese & Lehr, Regulating by Robot, supra note 1, at 1185–89.
equivalent that yields an estimate of net benefits.\textsuperscript{193} It will likely be infeasible in most cases for administrators to conduct a hard benefit-cost analysis because some of the consequences of adopting machine learning will not be capable of being placed in a common unit. For example, if a particular machine learning application would be more accurate and efficient but would result in a greater and more disproportionate number of adverse errors for individuals in historically marginalized groups, it may be neither meaningful nor justifiable to put the efficiency gains and the equity losses in the same units.\textsuperscript{194}

Multicriteria Decision Analysis. A third balancing approach—a variation on the first two—will more feasibly accommodate a range of values and consequences: multicriteria decision analysis.\textsuperscript{195} This approach is also sometimes called a qualitative or soft benefit-cost analysis.\textsuperscript{196} Essentially, it calls for the decision-maker to run through a checklist of criteria against which both the human-based status quo and the digital alternative should be judged. These criteria will be more extensive than the three Mathews factors, but they need not be placed in the same precise common units as in a hard benefit-cost analysis. The decision-maker then compares how well each alternative will fare against each criterion, without necessarily converting any estimates into a common unit.

When choosing between digital and human-based options, it is important to gather and present as much information as possible about

\textsuperscript{193} Even with respect to other issues, agencies do not always have enough information to monetize all benefits and costs. See, e.g., Michigan v. EPA, 576 U.S. 743, 759 (2015) (stating that an agency is not required to “conduct a formal cost-benefit analysis in which each advantage and disadvantage is assigned a monetary value”); Amy Sinden, \textit{Formality and Informality in Cost-Benefit Analysis}, 2015 UTAH L. REV. 93, 101.

\textsuperscript{194} See generally \textsc{Arthur M. Okun}, \textsc{Equality and Efficiency: The Big Tradeoff} (1975) (addressing the tension between equality and efficiency).

\textsuperscript{195} Sometimes this is referred to as multigoal analysis. \textsc{David L. Weimer} & \textsc{Aidan R. Vining}, \textsc{Policy Analysis: Concepts and Practice} 355 (6th ed. 2017). For a brief introduction to methods of analyzing outcomes using criteria that cannot be converted into a common metric, see \textit{id}. at 352–58. A branch within the field of operations research provides a suite of sophisticated mathematical tools that can be used in conducting multicriteria decision analysis. For perspectives on this analytic approach, see generally \textsc{Ralph L. Keeney} & \textsc{Howard Raiffa}, \textit{Decisions with Multiple Objectives: Preferences and Value Tradeoffs} (1993) and \textsc{Murat Koksalan}, \textsc{Jyrki Wallenius} & \textsc{Stanley Zionts}, \textit{Multiple Criteria Decision Making: From Early History to the 21st Century} (2011).

\textsuperscript{196} See, e.g., \textsc{Weimer} & \textsc{Vining}, \textit{supra} note 195, at 352–53 (discussing qualitative benefit-cost analysis); Sinden, \textit{supra} note 193, at 107–29 (discussing differences between hard and soft, or formal and informal, benefit-cost analysis).
each alternative. Each can then be quantitatively (even if not monetarily) rated on each criterion (for example, number of errors). Where quantification is not possible, alternatives can at least be qualitatively rated with respect to each criterion. Even a rough qualitative metric, such as a three-point scale (“+” for positive, “+/-” for neutral, and “-” for negative), might be used to illustrate the strengths and weaknesses of each alternative when assessed against each criterion, with the ratings then placed in a summary table. A decision-maker can then better visualize the relative advantages and disadvantages of each alternative and proceed to make a reasoned judgment.197

This multicriteria analytic approach is likely to be the most practical and best approach for administrators to follow in deciding when to proceed with making a shift from a human-based status quo to a digital-based alternative.198 The main question will be what criteria such an approach should include.

B. Key Criteria in Choosing Digital Algorithms

The actual criteria will vary to some degree from use to use, depending on the tasks that a machine-learning system would take over from humans. The precise criteria for a system used to read the handwriting on U.S. postal mail, for example, will differ from those that might be appropriate for deciding whether to use a machine-learning system to automate decisions about whether to grant license applications for commercial airline pilots.199 Nevertheless, in general, two key categories of criteria should affect agencies’

197. In drawing upon such a qualitative scalar rating, it is important for decision-makers to use caution. Rather than relying simply on a summing up of the ratings, a decision-maker needs to consider the evidence fully and engage in sustained reasoning about each option. Not every criterion will deserve to be treated equally, as would occur with a summation of ratings. Furthermore, the uniform distance between different points on a scale likely will not reflect fully the true relevant differences between the strengths and weaknesses of different options.

198. With respect to choosing whether to use machine learning, a multicriteria framework can be used at different stages of the development process when different information is available. That is, it can be used at the outset in deciding whether an agency should even invest in the development of a machine-learning based system, as well as later, whenever such system has been developed, in deciding whether to deploy the system. It can provide a basis for subsequent evaluation of the system in operation and making decisions about future modification of the system.

199. The latter use is a hypothetical discussed at length in Coglianese & Lehr, Transparency, supra note 1, at 10, 17, 52–53.
choices about whether to shift to a process based on machine learning: (1) preconditions for successful use and (2) improved outcomes.  

**Preconditions for Use.** Agencies will first need access to adequate human expertise as well as data storage and processing technologies. Analysts’ and data scientists’ expertise and time are needed to tailor and train algorithms to each specific task. This process of customizing each algorithm to each task can be labor-intensive. It also is technologically sophisticated. Unfortunately, government agencies must compete with the private sector to attract the necessary talent. Without sufficient technical skills, agencies will be limited in their ability to realize the full potential of machine-learning algorithms.

Digital algorithms are also dependent upon an analytic infrastructure—the hardware, software, and network resources needed to support the analysis of large volumes of data. Agencies need storage systems that can house datasets and protect them from physical deterioration. These storage systems and the networks used to analyze agency data must also be protected from hackers. Some...
agencies have begun to realize the need to build this infrastructure.\textsuperscript{205} However, many other agencies are still funneling resources into maintaining legacy systems that are largely becoming obsolete and remain too susceptible to cybersecurity risks.\textsuperscript{206}

In addition to these tangible human and technology resources, which agencies will either need to have in place or secure through government contracts, there are more fundamental preconditions for government to rely on machine-learning tools. Currently these tools produce “narrow” AI, given their focus on specific, human-specified goals for well-defined problems. This is contrasted with “general” AI which, like humans, would exhibit creativity, flexibility, and learning beyond the confines of a well-defined task.\textsuperscript{207} Where the preconditions for narrow AI are very poorly met, machine learning is unlikely even to be feasible for an agency to consider. The following three preconditions can be thought of as a necessary, even if not sufficient, condition for a potential shift from a human- to machine-based process:

- \textit{Goal Clarity and Precision}. Machine-learning algorithms operate by optimizing with respect to a specified objective. An algorithm’s objective function must, by definition, be mathematically defined. What this means is that machine-learning tools will only be appropriate for an operating task where the objective can be clearly defined.\textsuperscript{208} For example,
if the goal is simply to make the most accurate decisions about claimants’ eligibility for benefits, the algorithm’s goal can be specified in terms of reducing forecasting error.

But if the goal is understood both to make accurate forecasts about who will be eligible while also minimizing unfairness to applicants from a racial minority group, then the degree of clarity may be insufficient for two reasons. First, it may be unclear what fairness exactly entails. Must the benefits awarded be proportionate to the distribution of each racial group in society overall or in the applicant pool? Or, perhaps what must be proportionate is the degree of false negative errors? Second, even if fairness is defined with sufficient clarity, given how machine learning works, there will frequently be a tradeoff between maximizing accuracy (the minimization of forecasting error) and addressing fairness. But in making such tradeoffs, agencies may have insufficient statutory direction or social consensus around how to define such a tradeoff in precise mathematical terms. Exactly how much unfairness should be tolerated to avoid how much diminution in accuracy?

In their need for goal clarity, machine-learning algorithms share many affinities with performance-based regulation—sometimes called regulation by objectives. But, as has been noted elsewhere, it may not always be clear what the full social objective is. For example, for years federal regulators seeking to reduce accidental poisonings relied on a performance-based approach to standards for child-resistant packages containing drugs and household

209. For helpful discussion of various options, see Mayson, supra note 8, at 2233–35.

210. In human decision-making systems, the existence of such tradeoffs may be obscured and their resolution effectuated through what Cass Sunstein has called “incompletely theorized agreements.” Cass R. Sunstein, Incompletely Theorized Agreements, 108 Harv. L. Rev. 1733, 1735 (1995). But machine-learning algorithms demand more than such incomplete agreements, such as about what may be “reasonable.” They need the value choices reflected in the algorithm’s objective to be stated with mathematical precision.

211. By presidential order, executive agencies are instructed that, when issuing regulations, they “shall, to the extent feasible, specify performance objectives, rather than specifying the behavior or manner of compliance that regulated entities must adopt.” Exec. Order No. 12,866, § 1(b)(8), 58 Fed. Reg. 51,735, 51,736 (Oct. 4, 1995).

chemicals. But these standards that optimized child resistance also prevented adults from opening such containers easily—and thus induced many adults, once they managed to open these containers, to leave them open and thus left their contents easily accessible to children. Only after seeing poisonings increase did regulators redefine their objectives and revise the standards to ensure that packaging would be resistant to opening by children but still easy for adults to use. This example suggests that, at least in some cases, one of the most vexing preconditions for the use of machine learning will be to define a goal that is both acceptable on policy grounds and can be defined mathematically.

- **Data Availability.** Machine learning achieves accurate forecasts by discerning patterns in large amounts of relevant data. If large amounts of data are unavailable, then a necessary ingredient will be missing and the use of machine learning to automate a task will simply not be viable. The necessary data may be unavailable for various administrative or technical reasons. For example, even though the data exist, they may only have been recorded and stored by an agency in paper, rather than digital, form. Or, disparate digitally stored datasets may lack sufficient means to allow data for each business or individual in the different datasets to be linked to each other, such as through a common entity identifier.

More fundamentally, sufficient data may be lacking because there simply is an insufficient number of narrow, repeated events around which data exist. It may be easier to find data to support machine-learning analysis of x-rays to determine if a coal miner qualifies for black lung...
benefits, but harder to find common data that could be used to determine whether asylum applicants satisfy the test of having a “well-founded fear of future persecution.”

The latter requires both a “subjectively genuine and an objectively reasonable fear,” which can encompass many unique circumstances.

Similarly, data may be available to show the probability that a particular defendant’s DNA could be contained within a mixed DNA sample from a crime scene. But in the absence of any DNA samples, it may be impossible to have a large data set that can help determine a key fact in a criminal case, such as whether the defendant was driving a yellow convertible that passed through the intersection of Fourth and Chestnut Streets at 12:35 a.m. on November 17. In short, for questions that are truly one-of-a-kind, it will be inherently difficult to find a sufficiently large data set of the type needed to make machine learning a viable task.

- **External Validity.** Related to data availability is a question of the available data’s representativeness of the population to which the algorithm will be applied. The world is ever-changing, so at a minimum, to make machine-learning systems viable, a government agency will need to have access to a steady stream of new data to keep updating an algorithm and retraining it as conditions in the world—and the data about those conditions—keep changing. If the relevant parts of the world change more quickly than an algorithm’s underlying datasets can be replenished with

---

217. 8 C.F.R. § 1208.13(b) (2021); see also 8 U.S.C. § 1101(a)(42) (specifying asylum qualification based on “a well-founded fear of persecution on account of race, religion, nationality, membership in a particular social group, or political opinion”).


219.  INS v. Cardoza-Fonseca, 480 U.S. 421, 448 (1987) (“[A] term like ‘well founded fear’... can only be given concrete meaning through a process of case-by-case adjudication.”).


current data, then the algorithm will be “brittle”—that is, it will suffer from what statisticians call an external validity problem. A machine-learning algorithm used to forecast employment levels in the economy, for example, might not be capable of producing an accurate forecast during an unprecedented, pandemic-induced recession.

Of course, any kind of forecasting and decision-making tool—even human judgment—will be limited in unprecedented times or periods of rapid dynamism. Circumstances of true unknown unknowns—or what Professor Robin Hogarth calls “coconut uncertainty”—present inherent levels of uncertainty. The key question is whether, under such circumstances, machine-learning algorithms will prove more or less brittle than other types of analysis, including human judgment. It is certainly conceivable that with the right kind of data acquisition and feedback process, an algorithmic system could be designed so that it fares better than human alternatives in periods of disruption. The high level of uncertainty endemic to such periods, though, will make it hard to be confident that machine learning—or anything else, for that matter—fares better than alternatives.

Taking these three preconditional factors together, machine-learning systems will realistically only amount to a plausible substitute for human judgment for tasks where the objective can be defined with precision, tasks that are repeated over a large number of instances (such that large quantities of data can be compiled), and tasks where data collection and algorithm training and retraining can keep pace with relevant changing patterns in the world. This is not to say that these preconditions must be perfectly satisfied nor that they are the only considerations to take into account. But if they are not even minimally satisfied for a given use case, it will make little sense to contemplate deploying digital algorithms. On the other hand, where these preconditions are sufficiently satisfied, there can be some reason for an administrator to think that machine learning could improve on


the status quo and that it will be worth taking further steps to assess the possibility of deploying an algorithmic system.

Performance in Improving Outcomes. The next step, after determining if the necessary preconditions for a machine-learning option can be satisfied, is to assess a digital system’s likely performance in improving outcomes. This is the ultimate test for machine learning: how it performs compared to the status quo.

As Part I makes clear, the human status quo leaves plenty of room for improvement. Whether a machine-learning system is realistically expected to fare better will constitute a centerpiece of any multicriteria analysis aimed at deciding whether to adopt machine learning. The precise definition of “better” will need to be informed by each specific task, whether that task involves forecasting the weather, identifying tax fraud, or determining eligibility for licenses or benefits. Although the specific relevant criteria will vary across different uses, it is possible to identify three general types of impacts that should be considered in determining whether machine learning improves outcomes:

• **Goal Performance.** Current systems operated by humans have goals that they are meant to achieve. The first set of outcome-oriented criteria for deciding whether to use machine learning should be guided by those prevailing goals. The relevant factors can be captured by a series of straightforward questions: Would machine learning prove more accurate in achieving an administrative agency’s goals? Would it operate more quickly? Would it cost less? Would it yield a greater degree of consistency? These questions can be asked from the standpoint of the current statutory purpose or operational goal of a human-driven system. Decision-makers can also step back and use the possibility of automation to consider current goals afresh. They will do well to consider more precisely the underlying problem that the system is supposed to solve and seek to measure the degree to which the digital algorithm helps solve it. The key will be to determine whether—and by how much—machine learning will help an administrative agency do its job better.224 As indicated in Part II.B, in important instances digital algorithms can indeed achieve improvements in the attainment of basic administrative and

---

224. For a discussion of regulatory outcomes and their evaluation, see COGLIANESE, MEASURING REGULATORY PERFORMANCE, supra note 186, at 9–13.
policy goals. This does not mean, of course, that they will always result in improvements.

- **Impacts on Those Directly Affected.** The ways that machine learning might help an agency do its job better are only one way to consider machine learning’s impacts. Unless already fully captured in the agency’s own performance goals, it is also important to assess the effects of machine learning on those businesses or individuals who would be directly affected by a specific machine-learning system, such as the applicants for government benefits or licenses. How would a machine-learning system treat them? Would their data be kept private? Would some directly affected parties gain or suffer disproportionately to others? Would those directly affected by a machine-learning system feel like that system has served them fairly? Recall that algorithmic systems do not need to be perfect or completely problem free—just better than the status quo. If the status quo for some tasks is dependent on human personnel to answer telephones and thus keeps members of the public waiting on hold for hours before they speak to a person who can assist them, a machine-learning chatbot could be much better, relatively speaking. Indeed, the private firm eBay uses a fully automated customer dispute resolution system that works so well that customers who experience disputes are reportedly more inclined to do business with eBay again than are those who never experience a dispute in the first place.225

- **Impacts on Broader Public.** Unless already factored into the agency’s own performance goals, administrators contemplating the introduction of a digital algorithmic system should include broader societal effects in any multicriteria analysis. How would machine learning affect those who might not be directly interacting with or be affected by the system? Will the errors that remain with machine learning prove to have broader societal consequences? Few such spillover effects might exist, for example, with an automated mailing sorting system. But they would certainly be present with a digital system that

determines who can receive a commercial pilot’s license. There, the impact on air travelers surely would need to be considered. Ultimately, the most crucial question will again be a comparative one: Will the broader consequences of the machine-learning system prove to be more or less positive than the consequences prevailing under the status quo?

It is conceivable that a machine-learning system could deliver improved outcomes across all types of outcomes. Yet probably few processes—digital or otherwise—will perform better than the status quo on each and every possible type of outcome. As a result, efforts must be made to characterize the degree of improvements and performance losses resulting from a shift to machine learning. Administrators, in other words, should ask not only whether machine learning improves accuracy, but by how much and at what cost.

Decision-makers will need to establish priorities among these different types of outcomes—goal performance as well as impacts on those directly affected and on the broader public. If using machine learning for a particular task turns out to lower the administrative costs of performing that task but will also result in a slight loss of accuracy compared with the status quo, it will be necessary to ask how important accuracy is for the given task. Are any errors that occur with machine learning all that consequential? It may be fine, for example, for the U.S. Postal Service (“USPS”) to accept some degree of loss in the accuracy of letter-sorting if doing so could dramatically lower the costs of handling the mail. But it will be much less acceptable to tolerate a similar tradeoff between administrative cost savings and predictive accuracy with a system designed to identify catastrophic safety risks in oil and gas pipelines.

Before choosing to rely on a digital system, decision-makers should ensure that they have carefully validated its performance—assessing statistically whether machine learning can be expected to lead to improved outcomes.226 Such validation efforts should be undertaken when training and testing an algorithm on historic data, conducted before adopting any digital system wholesale. Agencies may also

---

226. Cf. Adoption of Recommendations, 82 Fed. Reg. 61,728, 61,738 (Dec. 29, 2017) (explaining the importance of agencies trying to “learn whether outcomes are improved in those time periods or jurisdictions with the regulatory obligation”).
consider setting up pilot programs to run a digital system in parallel with the current human-driven process for a length of time to study how it will operate in practice.227 Even though validation efforts are needed before deciding to deploy a digital system, these efforts should continue even after it replaces a human-driven system. Indeed, it would be prudent to evaluate the system relatively early in its use before any loss of human skill becomes entrenched. It will also be appropriate to audit performance on a regular basis at specified intervals. Future upgrades to any digital system would benefit from further auditing efforts to ensure that each new version improves on the one that preceded it—or at least does not create any new unacceptable side effects or other problems.

Assessing how well a new digital system will meet the preconditions for success and determining whether it will improve outcomes is simply being smart and responsible. Failing to think through decisions to digitize can have real and even tragic consequences for the public. Public officials must be aware of and intentional about combatting their own physical and cognitive limitations and avoiding any potential pitfalls from collective decision-making over the use of artificial intelligence.228

Failure to take due care can also leave an agency susceptible to public controversy and litigation. While real, these risks of conflict and litigation are not truly distinctive.229 The various objections to governmental use of machine learning—opacity, bias, and such—have their analogues in legal principles that agencies have had to comply with for decades.230 As a


228. Decision-makers would do well in this regard to consider the guidance offered by public administration scholars about the need for ensuring legitimacy and accountability in governmental uses of AI. See generally Madalina Busuioc, Accountable Artificial Intelligence: Holding Algorithms to Account, 81 PUB. ADMIN. REV. 825 (2020) (providing recommendations on how to address AI’s accountability issues); Matthew M. Young, Justin B. Bullock & Jesse D. Lecy, Artificial Discretion as a Tool of Governance: A Framework for Understanding the Impact of Artificial Intelligence on Public Administration, 2 PERSPS. ON PUB. MGMT. & GOVERNANCE 301 (2019) (“[provid[ing] a framework for defining, characterizing, and evaluating artificial discretion as a technology that both augments and competes with traditional bureaucratic discretion”).

229. For a review of the litigation to date over governmental authorities’ use of mathematical algorithms, see Coglianese & Ben Dor, supra note 8, at 827–36.

230. See Coglianese & Lehr, Transparency, supra note 1, at 30 (“[N]efarious governmental action can take place entirely independently of any application of machine learning.”).
result, nothing intrinsic about machine learning should lead government agencies to eschew consideration of digital algorithms due to legal risks. Standard principles of administrative law can readily accommodate use of machine-learning tools as long as agencies pursue their use responsibly. In fact, agencies could even find that sometimes their legal positions and relationships with the public improve when they implement well-designed digital tools. After all, if these tools can perform better than humans in delivering accurate, prompt, and fair outcomes, agencies may have a legal obligation to deploy them to enhance administrative justice. The upshot is that agency officials who act responsibly in deciding to rely on machine learning should be able to manage litigation risks and avoid needless controversy—all while delivering real public value.

C. Putting Digital Algorithms in Place

The key ultimately is for government officials to make sound decisions about putting digital algorithms in place. Three principal strategies are available to help agencies achieve this objective: planning, public participation, and procurement provisions.

First, planning entails going through the types of assessments outlined in Parts III.A and III.B. By conducting algorithmic audits and validation studies, and by completing a multicriteria analysis, agency officials can assure that they will be making better informed decisions about their agencies’ use of digital systems. For guidance on auditing digital algorithms, see Joshua A. Kroll, Joanna Huey, Solon Barocas, Edward W. Felten, Joel R. Reidenberg, David G. Robinson & Harlan Yu, Accountable Algorithms, 165 U. PA. L. REV. 633, 660–61 (2017); MILES BRUNDAGE ET AL., TOWARD TRUSTWORTHY AI DEVELOPMENT: MECHANISMS FOR SUPPORTING VERIFIABLE CLAIMS 24–25 (2020).
planning, agencies can rely on an extensive array of guidelines. 236 This includes the Organisation for Economic Cooperation and Development’s “principles for AI,”237 the Administrative Conference of the United States’ statement on “issues agencies should consider when adopting or modifying AI systems,”238 an executive order promoting governmental use of AI that “fosters public trust and confidence,”239 and an “accountability framework” offered by the Government Accountability Office for agency use of AI tools.240

Second, agencies should seek public input on their digitization decisions. This could take the form of convening public hearings or workshops, soliciting public comments on draft proposals, or consulting with outside experts, third-party auditors, or advisory committees.241 By encouraging public participation, agency officials can help counteract any tendencies toward groupthink that are more likely to afflict more closed decision-making processes.242 They may


236. For a general overview of regulatory principles, proposals, and other initiatives related to AI in the United States, see Christopher S. Yoo & Alicia Lai, Regulation of Algorithmic Tools in the United States, 13 J.L. & ECON. REG. 7, 7–9 (2020). In addition to the guidelines noted in the paragraph, the National Institute of Standards and Technology within the U.S. Department of Commerce has been charged with developing a voluntary artificial intelligence risk management framework, which it embarked on developing in 2021. Artificial Intelligence Risk Management Framework, 86 Fed. Reg. 40,810, 40,810 (July 29, 2021). The head of the White House Office of Science and Technology Policy has indicated a further desire to develop its own set of principles for governmental use of AI. Eric Lander & Alondra Nelson, Americans Need a Bill of Rights for an AI-Powered World, WIRED (Oct. 8, 2021, 8:00 AM), https://www.wired.com/story/opinion-bill-of-rights-artificial-intelligence [https://perma.cc/4FRF-S2GY].


242. Public participation can offer agencies a chief advantage that economist Roger Porter has attributed to a “multiple advocacy” model of presidential decision-making: namely, the full presentation of competing viewpoints. ROGER B. PORTER, PRESIDENTIAL DECISION MAKING: THE ECONOMIC POLICY BOARD 241–47 (1982). Participation can also reinforce the “active openness” that is important for successful decision-making in any organizational setting. PHILLIP E. TETLOCK & DAN GARDNER, SUPERCFORECASTING: THE ART AND SCIENCE OF PREDICTION 126–27, 207–08 (2015).
also learn about a fuller range of values and interests that could be affected by any digital algorithms they design and implement. Government officials can benefit overall from tapping into the distributed knowledge held by experts, activists, and others in the broader public at various stages of project management, from planning to ongoing use and continued improvement.

Finally, when agencies contract out with third-party vendors for the development and operation of algorithmic decision-making systems, they should consider the need to access and disclose sufficient information about the algorithm, the underlying data, and the validation results to satisfy subsequent expectations for transparency. In establishing contract terms and conditions with external contractors, administrators can insert provisions to ensure that contractors will provide sufficient information to the agency and the public and will adhere to basic principles of responsible action in the development of algorithmic tools. Furthermore, given that human frailties can affect all human decisions—including the decision of how and whether to procure digital services—administrators should remain vigilant and avoid being unduly persuaded by contractors’ sales pitches.

In recommending careful and robust planning, public participation, and procurement practices, we do not mean to suggest that agency officials must give equal rigor to these implementation strategies in every case. To the contrary, just as agencies are expected...
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247. What Porter has to say about structuring White House decision-making applies in any governmental context, including agency decision-making about the use of digital tools: “Different circumstances require different organizational responses. An executive should weigh carefully the...
to conduct more extensive regulatory impact analyses for more significant rulemakings, the amount of time and effort devoted to planning for digitization can and should vary as well. The nature and extent of public participation can also vary depending on the use case for a digital system. If a digital system is intended to guide enforcement targeting, agencies may be fully justified in not openly inviting comment from the regulated industry or even from the general public. But this would not preclude the agency from seeking to retain a third-party auditor or setting up a peer review process involving outside experts who have entered into confidentiality agreements.

In general, the degree of time and rigor that agencies devote to planning, public participation, and procurement provisions can vary depending on the overall level of risk a government agency would likely face with a particular use case for a digital algorithm. That level of organizational risk will be affected by two major factors: the degree to which machine learning determines agency action, and the stakes, financial and otherwise, associated with the use case in question.

When it comes to determining the degree to which a digital algorithm determines an agency’s action, we can distinguish different ways that the results of a machine-learning algorithm could play a role:

- **Input**: The result produced by a digital algorithm could provide information to the human agency decision-maker, making the algorithm but one factor in the agency’s decision.

---

248. As our aim in this section is to offer guidance to decision-makers within administrative agencies, the overarching risk considered here is that presented to the governmental entity contemplating a shift to the use of a digital algorithm. This is not to suggest that an agency’s decision-making should be devoid of consideration of the risks posed by a contemplated use to affected individuals or to society overall. On the contrary, the consideration of these risks should be paramount. But, consistent with our analysis, a shift to digital algorithms might actually lower the risks to affected individuals or society when compared with a status quo based on human algorithms—and yet, even so, a government agency could still face risks of controversy and legal contestation associated with making such a shift. Those organizational risks will necessitate greater attention to the issues of planning, participation, and procurement highlighted in this subsection. For a helpful discussion of the differences between organizational risk, such as to governmental entities, and the risks to society, see generally GREG PAOLI & ANNE WILES, PENN PROGRAM ON REGUL., KEY ANALYTIC CAPABILITIES OF A BEST-IN-CLASS REGULATOR (2015), https://www.law.upenn.edu/live/files/4710-paoliwiles-ppr-researchpaper [https://perma.cc/ZM3Z-6KPN].
• **Default**: A digital algorithm could be part of an automated system that generates a default decision that can be overridden by a human—a human-in-the-loop system.

• **Decision**: A digital algorithm could make a final decision subject only to judicial review—a human-out-of-the-loop system.

All things being equal, agencies can expect that uses of machine learning that only provide inputs into agency decisions will pose fewer organizational risks compared with uses that generate defaults or make decisions.\(^{249}\)

Second, the higher the stakes of the action to which machine learning is directly connected, the higher the risk to the agency.\(^{250}\) Among the uses with the least significant stakes will likely be those that assist with or perform only internal staff functions at an agency. For example, consider an IT department within a government agency that chooses to deploy a machine-learning algorithm as part of a chatbot that answers calls from staff for technology assistance. That chatbot could work autonomously to process password reset requests on its own, without any human intervention; however, notwithstanding the system’s full level of determination, the stakes to members of the public could hardly be lower.\(^{251}\) On the other hand, digital systems that

---

\(^{249}\) Again, the notion of risk here is that to the governmental entity rather than to society or to affected individuals. For all the reasons articulated in Parts I and II, the risks of error and of adverse consequences to affected individuals or society may well be markedly greater when machine learning only provides an input into otherwise flawed human judgment.

\(^{250}\) The European Union has proposed making similar distinctions between high-risk and low-risk uses of AI and then imposing greater regulatory obligations on those organizations that develop high-risk forms of AI. See *generally Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts*, COM (2021) 206 final (Apr. 21, 2021) (outlining the proposal). What the European Union proposal contemplates by “risk” approximates what we discuss here as the “stakes” associated with any particular use case. But by using the term “stakes,” we self-consciously contemplate the possibility that a shift to an AI-based system in high-stakes circumstances might lower the probability of error and thus reduce the level of risk (understood as probability multiplied by the consequences) to those individuals or entities affected by the AI system. The use of AI could perhaps even convert otherwise high-risk circumstances to ones of low-risk for affected individuals or entities. Nevertheless, for the government agency, the existence of high stakes in the form of substantial potential consequences to the affected individuals could still present the agency with greater organizational risk of conflict and controversy as it contemplates a shift even to such an efficacious AI system.

help process applications for licenses or permits of high economic value to private businesses will necessarily involve high stakes—and thus may pose some considerable risk of conflict, even if only used as an input or default decision.

Combining the two factors (level of the stakes and the degree of decisional determination), Figure 1 visualizes the risks arising from different uses of machine learning. The degree of shading indicates the degree of caution and care that agencies should use when designing and deploying digital algorithms: the darkest shaded cells pose the greatest risk and imply the need for the greatest rigor and care; the lightest shaded cells pose the least risk and do not demand as extensive planning, public participation, or procurement protocols.

For instance, USPS’s use of machine learning to help read handwriting when sorting letters and packages would fall within the low-stakes row and the default column because a postal worker can always intervene to redirect a mistakenly sorted piece of mail. On the other hand, the use of machine learning as part of a digital system to make criminal sentencing recommendations would clearly fall into the high-stakes row. But the risk of such a system would be reduced if the results of a digital algorithm only provide judges with one of many factors in a sentencing decision. In *State v. Loomis*, the Wisconsin Supreme Court upheld the state’s use of a risk assessment algorithm in the sentencing process in large part because it was merely one input into the sentencing decision. The court specifically emphasized that the sentencing decision in Loomis’s
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252. Although this figure uses discrete cells for ease of illustration, both axes should be conceived as continua: from low stakes to high stakes, and from low levels of determination to high levels.
254. See id. at 753.
case “was supported by other independent factors” and that the algorithm’s “use was not determinative.”

Figure 1 is a heuristic that is intended to guide agency officials in thinking about their risk management of digital algorithms. The Figure is not itself determinative of when to use digital algorithms. Even when a digital algorithm would be decisive in high-stakes matters, this would not mean that the algorithm should be avoided. To the contrary, the heightened stakes may well make it more imperative for an agency to determine if a digital algorithm would make a significant improvement in accuracy, consistency, speed, or other performance goals. After all, when the stakes are high, the government should do all it can to maximize its decision-making performance—and sometimes the need for high performance will weigh in favor of machine learning if a digital algorithm will yield better outcomes than the human one. Even in those contexts, it will be important for agencies to manage the potential risks of digital deployment by engaging in careful planning and validation efforts, close review of procurement provisions, and appropriate forms of public engagement.

CONCLUSION

Administrative agencies face choices about whether and when to rely on automated decision-making systems. The increasing use of machine-learning algorithms to drive automation in business, medicine, transportation, and other facets of society portends a future of increased use of machine-learning tools by government. Indeed, already government agencies have been developing and relying upon digital algorithms to assist with enforcement, benefits administration, and other important government tasks.

Moving toward governance aided by digital algorithms naturally gives rise to concerns about how these new digital tools will affect the effectiveness, fairness, and openness of governmental decision-making. This Article shows that concerns about machine-learning systems should be kept in perspective. The status quo that relies on human algorithms is itself far from perfect. If the responsible use of machine learning can usher in a government that—at least for certain uses—achieves better results than the status quo at constant or even
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256. See generally Coglianese & Hefter, supra note 233 (discussing both positive and negative consequences of AI decision-making and contemplating a shift in social acceptance of algorithmic tools by governmental entities).
fewer costs, then both governmental officials and the public would do well to support such use.

The challenge for agencies will be to decide when and how to use digital algorithms to reap their advantages. Agency officials should take appropriate caution when making decisions about digital algorithms—especially because these decisions can be affected by the same foibles and limitations that can affect any human decision. Officials should consider whether a potential use of a digital algorithm will satisfy the general preconditions for the success of such algorithms, and then they should seek to test whether such algorithms will indeed deliver improved outcomes. With sound planning and risk management, government agencies can make the most of what digital algorithms can deliver by way of improvements over existing human algorithms.